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A B S T R A C T   

Perhaps it is no accident that insight moments accompany some of humanity’s most important discoveries in 
science, medicine, and art. Here we propose that feelings of insight play a central role in (heuristically) selecting 
an idea from the stream of consciousness by capturing attention and eliciting a sense of intuitive confidence 
permitting fast action under uncertainty. The mechanisms underlying this Eureka heuristic are explained within 
an active inference framework. First, implicit restructuring via Bayesian reduction leads to a higher-order pre-
diction error (i.e., the content of insight). Second, dopaminergic precision-weighting of the prediction error 
accounts for the intuitive confidence, pleasure, and attentional capture (i.e., the feeling of insight). This insight as 
precision account is consistent with the phenomenology, accuracy, and neural unfolding of insight, as well as its 
effects on belief and decision-making. We conclude by reflecting on dangers of the Eureka Heuristic, including 
the arising and entrenchment of false beliefs and the vulnerability of insights under psychoactive substances and 
misinformation.   

We do not just think about ideas, we feel them too. Whenever we 
listen to a presentation by a scientist (or a politician), we quickly sense 
whether we agree with the ideas being shared. The same is true for our 
own ideas. When an idea appears in our own minds, we also feel whether 
that idea is likely to be true, valuable, or exciting, and then decide 
whether to ignore it, share it with our colleagues, or abandon it. When a 
new idea comes to mind as insight it feels true and immediately imbues 
us with the sense that the idea is a good one. In this paper we aim to 
ascribe an adaptive function to such feelings of insight. Specifically, we 
propose that feelings of insight act as a metacognitive heuristic, leading 
us toward quickly deciding whether we should trust an idea based on 
prior learning and context. We term this the Eureka Heuristic. We also 
propose that this heuristic functioning of insight can be explained within 
a hierarchical active inference model of brain function, thus providing 
both a cognitive and neurocomputational theory of insight. 

The prospect that insight has an adaptive function in idea or 
perspective selection is partly inspired by recent findings that feelings of 
insight tend to occur alongside correct solutions (Danek and Wiley, 
2017; Laukkonen et al., 2021; Salvi et al., 2016; Threadgold et al., 2018; 

Webb et al., 2016; Zedelius and Schooler, 2015). These findings, among 
many others to be discussed, are indicative that feelings of insight may 
carry important information for the selection of useful ideas. We have 
indeed tested a number of empirical predictions arising directly out of 
the Eureka Heuristic perspective, including insight misattribution (i.e., 
making facts seem true by artificially eliciting insights at the same time, 
Laukkonen, 2020; 2021; and developing a paradigm for eliciting false 
insights, Grimmer et al., 2022a,b). We have also found that the 
embodied intensity of insight predicts accuracy over and above its mere 
presence, suggesting that the ‘volume’ of the feeling is somehow scaling 
with epistemological validity (Laukkonen et al., 2021). 

The paper is structured as follows: We begin by discussing the feeling 
of insight and then describe why it is likely to play an adaptive role in 
decision-making under uncertainty. We then review the Eureka Heu-
ristic in light of key empirical studies. Drawing on active inference and 
predictive processing accounts of mind and brain, we outline the 
possible mechanisms underlying the unfolding of an insight and sup-
porting evidence. We then contextualize our framework with regard to 
other theories of insight. Finally, we integrate our explanations at the 
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cognitive and neurocomputational levels and discuss how the frame-
work speaks to the development of false beliefs, delusions, and how 
different contexts might occasion a ‘breakdown’ in the heuristic. 

1. The feeling and function of insight: cognitive level 

The scientific literature on problem solving was dominated by a long 
debate on whether insight represents a distinct type of problem solving, 
or just an epiphenomenon based on the same cognitive mechanisms as 
analytical step-by-step solutions (Bowden et al., 2005; Fleck and Weis-
berg, 2013; Gilhooly and Murphy, 2005; Hedne et al., 2016; Weisberg 
and Alba, 1981). For example, some have suggested that the distinction 
between insight and analysis is an oversimplification, and that problem 
solving methods are manifold (Fleck and Weisberg, 2013). Yet others 
have argued that the distinction or ‘mystery’ behind insight is over-
blown (Weisberg et al., 2013). However, in the last two decades, thanks 
to advances in methodology, scientists were able to demonstrate that 
this dichotomy is based on different neural (Bowden and Jungbeeman, 
2007; for a review see Kounios and Beeman, 2009), physiological (Salvi 
et al., 2020; Shen et al., 2018), and behavioral correlates (e.g., Salvi 
et al., 2015, 2020). Insight also ‘feels’ subjectively different from 
step-by-step analytical problem solving. Recent work has thus begun 
focusing on the reportable subjective qualities that accompany a sudden 
insight, which may include feelings of certainty and obviousness, relief, 
surprise, pleasure, and the drive to act (Danek et al., 2014; Danek and 
Wiley, 2017; Jarman, 2014; Kounios and Beeman, 2009; Liljedahl, 2005; 
Webb et al., 2016, 2018; Stuyck et al., 2021). 

So far only a handful of studies have been explicit about assigning an 
adaptive function to feelings of insight. One promising approach has 
been to incorporate the feeling of insight within feelings-as-information 
theory (Valueva et al., 2016). According to feelings-as-information 
theory, phenomenology carries information that helps us to efficiently 
navigate the world and to reason appropriately (Schwarz, 2012). Hun-
ger, for instance, carries information about the organism’s nutritional 
requirements, and feelings of pain and fear help us avoid events that 
might cause us harm. More subtle feelings like fluency and familiarity 
also have important functions for decision-making (Hertwig et al., 2008; 
Reber and Schwarz, 1999). In a similar vein, the Aha! experience was 
suggested to provide an initial cue that one has solved a problem in order 
to prepare for sequential verification (Valueva et al., 2016, pg. 207): “… 
the feeling of insight manifests itself as a signal for high-level processes 
that the solution is probably found at [a] lower level. This feeling, 
therefore, may evoke a useful adaptive process.” 

The insight experience has also been characterized as an emotional 
reaction regarding the relevance of a solution to the organism’s goals 
(Thagard and Stewart, 2011). This account frames insight as the result of 
combining novel neural representations, which result in further novel 
emotional neural representations that evaluate the idea in terms of its 
payoffs. One similarity here is that the insight experience is assigned a 
higher-order function. However, if the solution is only evaluated in 
terms of payoffs, then the same emotional reactions ought to be found 
for analytically derived solutions (i.e., non-Aha! ideas) that are also 
fulfilling the organisms goals, but this is not so (Webb et al., 2016). Skaar 
and Reber (2021) also suggested that Aha! experiences may guide 
problem solvers in the process of discovery by acting as a kind of heu-
ristic cue of type 1 processes. These studies thus provide important 
building blocks for the Eureka Heuristic because they highlight that the 
Aha! experience may play a higher-order evaluative function that 
quickly follows the emergence of a creative idea. 

Other relevant work has discussed the possible analogy between 
insight and intuition (Zander et al., 2016). Both intuition and insight 
seem to be effortless or automatic rather than relying on analytic or 
deliberate conscious processing, so it may be that insight is just another 
form of intuition that permits quick intuitive decisions. However, intu-
ition tends to be more gradual and non-specific, whereas insights are 
sudden and tend to involve specific reportable content (Zander et al., 

2016; Zhang et al., 2016). Unlike intuitions which are often associated 
with so-called ‘system 1′ errors (Kahneman, 2011), insights tend to 
predict accurate solutions (Danek and Salvi, 2018). Yet, like intuition, 
seminal work suggested that there must be a certain element of intuition 
drawn from past experience in any new insightful idea or hypothesis: 
“Any novel insight must in some sense draw upon what the person 
already knows, and what is known must be mnemonically encoded.” 
(Bowers et al., 1990, pg. 94). Memory, semantic associations, or 
spreading activation, have all been implicated in the underlying mech-
anisms of sudden and accurate insights (Weisberg and Alba, 1981; Yaniv 
and Meyer, 1987). 

One common theme so far is that insights must somehow draw on 
past experiences or memory in order to provide valuable information for 
ongoing problem-solving processes. We suggest that the feeling of 
insight may signal the extent to which our past knowledge and present 
context coheres with the new idea, a kind of higher-order (meta-cogni-
tive) representation about the quality of the idea. The information 
contained in the insight can then be used adaptively to select from 
myriad possible ideas, on average resulting in an accuracy advantage. 
Insights thereby act as the ‘line in the sand’ that permits adaptive action 
by issuing a feeling that tracks how well we intuitively agree with the 
idea in any given context (Valueva et al., 2016). To illustrate, in the case 
of classical insight problem solving, when one undergoes a restructuring 
of a problem representation (Ohlsson, 1984), then suddenly one’s 
knowledge coheres with the solution (Aha!), while it did not just a 
moment before. Thus, it is one’s past learning, representations, and as-
sumptions, that determines an insight: The correct representations are 
needed to determine that an idea is a good ‘fit’ to the problem (Bowers 
et al., 1990). This view of insight as a higher-order representation of 
coherence or fit also tracks well with other meta-cognitive models of 
feelings of knowing (Koriat, 1993; Metcalfe et al., 1993), fluency 
(Schwartz and Jemstedt, 2021), and tip-of-the-tongue experiences 
(Metcalfe et al., 1993; Schwartz and Pournaghdali, 2020). It is also 
consistent with the adaptive function of feelings more generally (Dam-
asio, 1996; Schwarz, 2012; Slovic et al., 2007). But insight is unique 
from other feelings in that it represents the subjective quality (defined in 
detail later) of our own ideas. 

This adaptive functioning of insight is perhaps best understood in the 
context of heuristics and biases (Gigerenzer and Gaissmaier, 2011; 
Slovic et al., 2007; Tversky and Kahneman, 1974; Whittlesea and Wil-
liams, 2001). Insights have in common with heuristics the fact that they 
are automatic, largely involuntary, linked to emotions, and (we suggest) 
are foremost adaptive (Schooler et al., 1993; Schooler and Melcher, 
1995). Moreover, new evidence is showing that they can also influence 
memory judgments (in some cases exacerbating false memories, Dougal 
and Schooler, 2007), judgments about what is true or false (Laukkonen 
et al., 2020), and even shift worldviews (Laukkonen et al., 2021, 2022), 
discussed further below. The heuristic view is helpful as it places the 
insight experience in a larger, temporally extended context and raises 
many new directions for research. 

2. Key empirical evidence 

Here we outline a number of key empirical studies that align with the 
Eureka Heuristic framework, as well as a number of experiments that 
were designed to explicitly test the ideas.1 We review evidence of im-
plicit processing, the accuracy of insights, memory effects, misattribu-
tion of insights, false insights, and attentional capture. We then outline 
possible mechanisms underlying the heuristic with supporting neural 
findings. 

1 Note that we do not present a systematic review in this paper. Our purpose 
here is to present a novel theoretical framework that focuses on the feeling of 
insight, which has only recently come to the forefront of insight research. 
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2.1. Implicit processing 

It is now well accepted that there are processes occurring below 
awareness that underlie the insight experience and that these processes 
often cannot be reported (Ball et al., 2015; Schooler et al., 1993). For 
example, insight moments appear unexpectedly and sometimes while 
engaged in another task indicating that implicit processes must have 
contributed to the solution’s surprising emergence (Hedne et al., 2016; 
Laukkonen et al., 2021; Laukkonen and Tangen, 2017; Metcalfe and 
Wiebe, 1987; Ovington et al., 2018). Solving anagrams—a problem 
commonly used to elicit insight—also happens in an “all-or-none” 
fashion, as evidenced by speed-accuracy decomposition (Smith and 
Kounios, 1996). That is, participants are unable to provide much partial 
information at different stages of problem solving, and instead show 
evidence of holistic sudden emergence. 

Research on subliminal priming is also revealing. Maier (1931) 
famously observed that a hint surreptitiously given to people can help 
them solve the two-string (pendulum) problem. Similar ‘priming’ effects 
have been observed in multiple studies since. For instance, experience 
with one problem can facilitate performance on another problem 
without subjects being aware of the connection (Schunn and Dunbar, 
1996), and subliminally priming a solution to an anagram can induce 
more insights, again without participants knowing that they were being 
primed (Bowden, 1997, see also Grant and Spivey, 2003; Hattori et al., 
2013). Finally, while monetary rewards are well known to hinder 
creativity and insight problem solving, when the money is presented 
subliminally it can increase insights (Amabile et al., 1986; Cristofori 
et al., 2018). 

The implicit processing afforded by periods of incubation (e.g., 
putting the problem aside and working on another task) can also facil-
itate insight. Indeed, diary studies of creative individuals indicate that 
creative ideas routinely occur when individuals are otherwise occupied 
(i.e. mind wandering), and these ideas are particularly likely to be 
associated with feeling of insight (Gable et al., 2019). Moreover, a re-
view of 117 studies revealed that an incubation period enhances insight 
problem solving best if one is occupied by an undemanding task 
compared to when the incubation is occupied by a demanding task 
(Bowden, 1997). Studies on the neural correlates of insight also suggest 
that Aha! moments may be preceded by periods of ‘mini-incubation’. For 
instance, Aha! moments are preceded by alpha activity over the visual 
cortex and in another study this activity was paired with a higher eye 
blink rate (Salvi et al., 2015) data that has been interpreted also as pe-
riods of incubation (Gilhooly et al., 2019). Even problems with very 
short problem solving times (e.g., CRA), may be preceded by moving 
attention away from the target task (looking at nothing behaviors; Salvi 
and Bowden, 2016) permitting a short period of incubation conducive to 
insight (Gilhooly et al., 2019). 

Implicit processing is important because it highlights why an insight 
heuristic may be necessary. If an idea appears spontaneously following 
unconscious ‘work’, then there ought to be a way for the organism to 
judge whether the idea can be trusted. Unlike step-wise analytic prob-
lem solving where one can decide on a solution based on strategic 
reflection, the surprising nature of the Aha! experience entails that it 
needs to be ‘intuited’ as a good idea in order to distinguish it from other 
myriad ideas, even competing ideas that may seem analytically a good 
candidate, but do not ‘feel’ right. 

2.2. Accuracy of insights 

One result requiring explanation is the fact that insights are char-
acterized by higher accuracy. For example, 92% of the time people have 
an insight they are likely to be correct (data retrieved from Salvi et al., 
2016 dataset). In their study, Salvi et al. (2016) presented participants 
with a range of different problems across four experiments, including 
compound remote associates (CRA), rebus puzzles, anagrams, and 
visually degraded images. Across all four experiments and each of the 

problem types, solutions associated with insight experiences tended to 
be correct more often than those not accompanied by insight. This basic 
finding is well replicated across many labs (Danek and Wiley, 2017; 
Laukkonen et al., 2021; Salvi et al., 2016; Threadgold et al., 2018; Webb 
et al., 2016; Zedelius and Schooler, 2015). 

We also recently tested the accuracy of insights using a more 
embodied approach (Laukkonen et al., 2021). When participants solved 
problems and indicated their Aha! moments in real-time using a 
dynamometer—a highly sensitive measure of grip strength—the feelings 
strongly mapped onto the accuracy of solutions (Laukkonen et al., 
2021). Intriguingly, the participants also unintentionally gripped the 
dynamometer more tightly during more intense insights and this inci-
dental embodiment also further predicted the accuracy of their ideas. 
Therefore, the feeling of insight and its intensity appears to have 
informational value about the accuracy of new ideas, which makes sense 
if coherence with past learning is partly driving the intensity of the 
insight experience. 

2.3. Misattribution of insights 

If feelings of insight are being used heuristically to select ideas, then 
it ought to be possible to bias the selection of ideas by artificially elic-
iting insights. Dougal and Schooler (2007) presented participants with 
60 words to memorize, and then provided a set of anagrams to solve 
followed by a recognition judgment regarding the solution of the 
anagram. Anagrams that were solved were more likely to be recognized 
(remembered) compared to the anagrams that were not, suggesting that 
something about solving the anagram was leading to an ‘illusion of prior 
experience’ (replicated in five additional experiments). The mechanism 
proposed was discovery misattribution: The Aha! experience of solving an 
anagram leads to a false inference of remembering, where participants 
incorrectly interpret their Aha! feeling as a signal that a word is familiar. 
Moreover, surprise—a dimension of the insight experience (Danek et al., 
2014; Webb et al., 2018)—can also confound memory judgments 
(Whittlesea et al., 1990, 2005). 

As an explicit prediction arising out of the Eureka Heuristic model, 
we recently showed that artificially induced Aha! experiences could 
make facts appear truer, even if they were false (Laukkonen et al., 2020). 
We used anagrams to induce Aha! moments at the same moment that a 
proposition (e.g., lithium is the lightest of all metals) was revealed. The 
anagram was embedded in the statement in such a way that solving the 
anagram simultaneously revealed the proposition (e.g., ithlium is the 
lightest of all metals). Participants rated propositions as truer when they 
solved the anagram themselves, compared to when it was simply 
revealed (after the participants timed out). The effect was strongest 
when solving the anagram also elicited an Aha! moment. Thus, partic-
ipants appeared to misattribute their Aha! experiences to the temporally 
coincident but irrelevant fact, suggesting that the feeling of Aha! in-
fluences one’s sense of what is considered ‘true’. We then extended this 
paradigm to axiomatic worldviews, such as “it is useless to pursue justice” 
or “free will is a powerful illusion”. In three experiments and over 4000 
participants, we found that irrelevant Aha! moments lead to a ‘ring of 
truth’ that results in greater belief in the presented worldviews (Lauk-
konen et al., 2022). 

2.4. False insights 

We have also taken the Eureka Heuristic view to the test by devel-
oping a paradigm for eliciting false insights (Grimmer et al., 2022a). In 
this recent study, participants were first exposed to a list of semantically 
associated words and then presented with an anagram that looked 
related to the previous list, but was actually unrelated (i.e., semantic 
priming, White, 1988). This manipulation lead to participants having far 
more false insights when the priming was present versus absent 
(Grimmer et al., 2022a). The finding was also replicated in a second 
experiment, and several replications and extensions have since been 
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conducted (Grimmer et al., 2022b, 2023). Thus, the accuracy of the 
feeling of insight can be confounded by exposing the participants to 
misleading information, effectively breaking the heuristic (i.e., the 
extent to which past knowledge or context was accurately informing the 
phenomenology). 

2.5. Memory and Attention 

If the feeling of insight is selecting an idea at the exclusion of others, 
then insights ought to capture attention and be encoded into memory 
better than ideas not ‘selected’. Indeed, a series of recent studies have 
found a memory advantage for solutions accompanied by insight (Danek 
et al., 2013; Engelhard et al., 2019; Kizilirmak et al., 2016). Crucially, 
the feeling component of insight appears to specifically drive the 
memory advantage (Danek and Wiley, 2020). There is also growing 
evidence that feelings of insight can lead to attentional capture and 
interrupt ongoing trains of thought (Kounios et al., 2006, 2008; Salvi, 
Beeman et al., 2020; Salvi et al., 2015). For example, insights are paired 
with specific eye behavior (i.e., eye blink rate, fixations away from the 
problem area and pupil dilation) indexing external disengagement and a 
sudden switch toward internal processing mediated by locus 
coeruleus-norepinephrine (LC-NE) activity (Salvi et al., 2015; Salvi 
et al., 2020). The LC-NE system is involved during a shift of attention in 
response to novel and alerting stimuli, such as a loud noise (Aston-Jones 
and Cohen, 2005; Bouret and Sara, 2005; Devauges and Sara, 1990; 
McGaughy et al., 2008; Yu and Dayan, 2005). Thus, considering the 
similarities between quickly switching attention to sudden inputs and 
the involvement of the LC-NE system, it is likely that the Aha! feeling 
aids the selection of ideas in awareness specifically by its ability to 
capture attention. 

Taken together, in this section we have seen that the Eureka Heu-
ristic view is consistent with a wide range of evidence, including implicit 
processing and emergence of insight, the accuracy of insights, misat-
tribution of insights, false insights, and memory and attention effects. 
Next, we delve into neuro-computational mechanisms of insight and 
evidence at the neural level. 

3. The feeling and function of insight: neural and computational 
level 

In light of the general framework described above, how does the 
Eureka Heuristic work? Simultaneous to the growing interest regarding 
insight, there has been a paradigm shift in the cognitive neurosciences, 
expanding quickly in all directions. This framework integrates processes 
of the mind, brain, body, and behaviour, under a single process known 
as prediction-error minimization (Friston, 2010; Hohwy, 2013). As yet, 
the process of sudden discovery and ‘Aha!’ experiences that characterize 
insight (Bowden et al., 2005; Danek et al., 2020; Laukkonen et al., 2021) 
have not been fully integrated under this Bayesian inferential view of 
mind (Clark, 2013; Friston et al., 2017; Hohwy, 2013). Here, we sketch 
the fundamentals of this framework because it shows promise as a 
context for understanding the dynamics and functions of the Aha! 
experience including the Eureka Heuristic. 

The roots of predictive processing are usually attributed to Helm-
holtz’ (1860) ideas on ‘unconscious inference’ in perception, but have 
since been elaborated and tested computationally (Rao and Ballard, 
1999), mathematically and hierarchically refined (Friston, 2010), 
extended to include action (Clark, 2013), emotion (Seth, 2013), and 
higher cognition (Corcoran et al., 2020; Hohwy, 2013). Applications of 
predictive processing theory are emerging for psychiatric disorders from 
anorexia (Gadsby and Hohwy, 2019) to autism (Lawson et al., 2014), as 
explanations for curiosity (Schwartenbeck et al., 2019) and meditation 
(Laukkonen et al., 2023; Laukkonen and Slagter, 2021), and applying 
so-called active inference models are showing success in machine 
learning and artificial intelligence (Ueltzhöffer, 2018). 

Predictive processing theory can be derived elegantly from basic 

axioms. First, the brain (computationally speaking) does not have any 
direct way to know what is happening outside itself. That is, it has no 
way of accessing the world beyond the impressions that bump up against 
the sensory organs of the body that give rise to ascending signals to the 
brain. To resolve this problem and to infer the hidden causes of sensa-
tion, the brain is proposed to make inferences about what might be out 
there (so-called “hidden states”), and then to test these guesses (pre-
dictions) against the sensory input caused by the hidden states. When an 
error is made, the error signal can be used to revise one’s beliefs or 
expectations about hidden states (i.e., what generated the sensation) and 
subsequent predictions. The recurrent exchange of ascending prediction 
errors and descending predictions resolves prediction errors in a way 
that can be read as Bayesian belief updating (noting that the Bayesian 
beliefs in question are not propositional, just posterior probabilities2 

that are encoded by neuronal activity). Crucially, this inferential process 
is extended deep into the hierarchical structure of the brain, such that 
prediction-error minimization continues on multiple timescales and 
levels of processing (Badcock et al., 2019; Friston, 2008). Lower levels of 
the brain’s hierarchy encode concrete (e.g., sensory) information, and 
higher levels encode more abstract and conceptual information (e.g., 
thinking) (Badcock et al., 2019). Mathematically, long-term prediction 
error-minimization corresponds to reducing uncertainty and entropy, 
which therefore ensures the organism maintains a sufficiently “accu-
rate” model for enduring existence (Friston, 2010). 

The organism can improve the accuracy of its predictions and 
thereby reduce prediction error and uncertainty in several ways. One 
way is to revise its models so that predictions align with the input, 
known as perceptual inference. Another way is to actively sample the 
world in such a way that can confirm or refute one’s predictions, known 
as active inference (Friston et al., 2016a,b). Here the agent makes pre-
dictions about future states of sensory experience and then moves the 
body (e.g., palpating the world visually with certain eye movements), in 
order to reduce the error generated by the prediction. The agent thereby 
creates a kind of self-fulfilling prophecy (think of making the prediction 
“I’m going to grab a glass of water” and then executing the actions 
necessary to make the predicted sensory consequences of that action 
come true). Active inference also extends to thinking, or “mental sim-
ulations”, wherein one simulates counterfactual events that could 
happen in order to test which courses of action would lead to the best 
models in the long-term (Corcoran et al., 2020; Metzinger, 2017). This is 
where the expected prediction errors following an action comes in, 
where expected surprise is uncertainty. Under active inference, this 
means that everything we do can be cast as avoiding surprising out-
comes and resolving uncertainty. This renders us quintessentially 
curious creatures because reducing uncertainty over the long-term often 
involves exposing ourselves to uncertainty in the short term (e.g., 
learning to speak a new language when moving to a foreign country). 

Another way the organism can efficiently manage the stream of 
prediction-errors is through secondary predictions about how reliable or 
predictable sensory evidence is, relative to our beliefs (priors). Mathe-
matically, this predictability is known as precision and the ensuing 
‘precision-weighting’ of precise, informative input is equated with atten-
tion (Feldman and Friston, 2010) and confidence (Carhart-Harris and 
Friston, 2019). Physiologically, this precision weighting simply involves 
affording more synaptic gain to precise prediction errors, so that they 
have more effect on belief updating. The requisite synaptic gain control 
is mediated by modulatory neurotransmitters like dopamine (FitzGerald 
et al., 2015; Friston et al., 2014). In this setting, dopamine can be 
regarded as scoring the precision afforded beliefs about impending ac-
tion; so that phasic release of dopamine reflects an increase in the 
confidence about the consequences of action. 

2 The posterior probability is the outcome of the Bayesian calculation which 
is ultimately what is said to be perceived (i.e., becomes part of the generative 
model). 
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Recently, Friston et al. (2017) provided an account for the emer-
gence of insight known as “fact free learning.” This idea rests on an 
assumption that the optimization of models (prediction-error minimi-
zation) can also occur without new information from outside the body. 
That is, no new facts are necessary for the system to continue refining its 
understanding. One can see how this is important for sudden learning 
events like insight, in which one can discover something seemingly 
novel while in the shower, or just before falling asleep (Ovington et al., 
2018). Fact free learning occurs through Bayesian model reduction—a 
simple and efficient form of Bayesian model selection (Friston et al., 
2016a,b). 

Bayesian model reduction entails finding more parsimonious and 
generalizable explanations of the data already possessed. It is a kind of 
‘active incubation’ where one’s knowledge is tested against itself—“only 
of itself and on itself’’ (Poincare ́, 1908–1952, p. 22, quoted in Sandved- 
Smith, 2015)—in order to find simpler explanations. Thus, just as a kind 
of ‘learning’ can occur during sleep through memory consolidation and 
synaptic pruning (Hobson and Friston, 2012; Tononi and Cirelli, 2006), 
insights may follow a sub-personal (i.e., implicit) process of optimiza-
tion. This is achieved by selecting between models (i.e., prior hypotheses 
or explanations) that render existing observations (data) the least sur-
prising through Bayesian model reduction (Friston et al., 2016a,b). This 
model reduction and ensuing model selection is the mechanism that 
permits a restructuring to take place, which ultimately results in a new 
discovery at a higher-order level of sentience (Friston et al., 2017). By 
modelling and simulating Bayesian model reduction in an abstract rule 
learning task, an artificial agent showed the hallmarks of sudden 
learning associated with insight (Friston et al., 2017). 

The above account provides a candidate formal explanation of how a 
sudden discovery can emerge from unconscious processes. Unlike 
inferring states of affairs ‘out there’ beyond our sensorium—and unlike 
learning the parameters of our generative models—the act of Bayesian 
model selection is a discrete process: selecting discrete, well-defined 
structures, models or hypotheses. This means that discovering a 
simpler explanation, for sensations sampled to date, is an event that can 
only happen at a particular moment. Crucially, however, the Bayesian 
reduction account does not explain the feeling or function of insight. 

Although Friston et al. (2017) show that an artificial agent demon-
strates the hallmarks of Aha!, they define this as a ‘qualitative transition’ 
in knowledge and understanding. However, not all solutions that appear 
suddenly are accompanied by an Aha! experience (Laukkonen and 
Tangen, 2018; Laukkonen et al., 2021) and the relationship between 
restructuring and feelings of Aha!, although usually present, is rather 
modest (Cushen and Wiley, 2012; Danek et al., 2020; Laukkonen et al., 
2021). Moreover, ‘Aha!’ moments can have recursive consequences 
beyond the emergence of an idea, by affecting belief, memory, and 
judgment (Danek and Wiley, 2020; Dougal and Schooler, 2007; Lauk-
konen et al., 2021b; Laukkonen et al., 2020). In short, Bayesian model 
reduction only addresses the preceding implicit belief updating and se-
lection processes (the transition from incubation to illumination). It does 
not account for the ‘experience’ of the Aha! moment and its downstream 
consequences. 

4. Insight as precision 

Here, we consider how Aha! experiences could be accounted for 
within the active inference framework in a way that includes the 
experience. We take it for granted that any novel model or hypothesis 

appearing in the mind must be triggered by a qualitative change in belief 
updating derived from implicit (e.g., Bayesian model reduction) pro-
cesses unfolding below awareness. We will read this trigger as a pre-
diction error,3 because prediction errors are the only information that 
‘ascend’ the hierarchy and therefore act as input to revise beliefs at high 
levels of a hierarchical generative model, “deeper” in the brain. To un-
derstand why Bayesian model reduction necessarily entails ascending 
prediction errors it is helpful to think about what constitutes a good 
model. A good model maximises the likelihood of data—or minimises 
surprise. This (marginal) likelihood is accuracy minus the complexity. In 
Bayesian model reduction, there is no concurrent data to worry about 
and therefore the imperative for selecting novel models is to reduce 
complexity and provide a simpler account of the sensorium; in other 
words, ‘join the dots’, ‘see common themes’, etc. This imperative un-
derwrites the ability to generalise to new data and precludes what 
statisticians call ‘overfitting’. However, it also entails the loss of accu-
racy, in relation to previously observed data. It is this loss of accuracy 
that engenders a change in prediction errors that can be registered at 
high levels of hierarchical processing.4 

In this setting, a novel model plays the role of a change that underlies 
a classical oddball or sensory prediction error (Garrido et al., 2009; 
Näätänen and Alho, 1995) in that it is surprising in light of what one 
predicted just a moment before. Associating Bayesian model reduction 
with an internal event that is registered or ‘recognised’ is also consistent 
with evidence that problem restructuring elicits a component thought to 
reflect a higher-order prediction error, namely the n320 (Mai et al., 
2004; Qiu et al., 2006), and that Aha! experiences are associated with 
meta-cognitive prediction errors (Dubey et al., 2021). Interestingly, 
related P300 responses are thought to underlie the brains responses to a 
change in context that calls for a reorientation of attention (i.e., preci-
sion weighting). In the context of the Aha! moment, the restructuring in 
question calls upon the implicit structure learning associated with 
Bayesian model selection (Gershman, 2017; Smith et al., 2020; Tervo 
et al., 2016). 

A prediction error arising from implicit processing at lower-order 
levels provides a mechanistic explanation for the recognition of 
restructuring at a conscious higher-order level. However, it does not yet 
provide an explanation for the distinct phenomenology, function, and 
scaling intensity of the Aha! experience. The best candidate for the Aha! 
experience is perhaps the second-order inference (i.e., metacognitive 
inferences about inferences), known as precision-weighting. Under this 
view, it is the expected precision of the ascending prediction error—i.e. 
its expected uncertainty given prior knowledge—that underlies the 
feeling of insight. In other words, to experience ‘insight’, one has to have 
a generative model that recognises belief structures have changed, so 
that precision can be deployed at the lower hierarchical levels that 
evince the structure learning. In short, there has to be a hidden state of 
the world (e.g., “I’ve just had an insight”) that explains the changes in 
prediction errors from lower levels that result from the subpersonal 
‘insight’ afforded by Bayesian model reduction. 

Precision is associated with attention, confidence, and is believed to 
be encoded by neuromodulators like noradrenaline and dopamine 
(discussed further below)—and therefore an idea with high precision 
ought to capture attention, feel right, feel good, and inspire confident 
action (Parr and Friston, 2017a); either motor action or autonomic (Seth 
and Friston, 2016). Computational formulations in the context of 
decision-making indicate that the precision of beliefs about action 

3 More generally, in belief propagation and variational message passing 
implementations of belief updating in active inference, the prediction error 
stands in for free energy gradients, which the brain is trying to descend. This 
gradient descent minimizes free energy or maximises the marginal likelihood or 
evidence for brain’s generative models. This is sometimes known as self- 
evidencing (Hohwy, 2016).  

4 We thank Karl Friston for pointing this out to us. 
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reflects its expected value or utility (Friston et al., 2014), consistent with 
the secondary component of reward prediction errors (Schultz, 2016). 
This fits comfortably with the fact that insights seem intrinsically 
valuable when they arise. An idea with low expected uncertainty (high 
precision) should also be objectively accurate on average given reliable 
prior and contextual knowledge, see Fig. 1. In some fields, this kind of 
(intrinsic) value is known as intrinsic motivation (Oudeyer et al., 2007; 
Schmidhuber, 2010; Schwartenbeck et al., 2019), of the sort that un-
derwrites exploration and epistemic affordances. 

To briefly take the model one step further, consider the question: 
Who or what is it that recognizes that an insight has occurred? How is 
that we can reflect on whether the insight phenomenology is reliable, or 
not (as is occurring in this paper)? Recent work extends hierarchical 
active inference to include an additional layer of parametric inference 
that corresponds to meta-awareness (Sandved-Smith et al., 2021). For 
example, there are objects of perception, then there is attention in 
relation to that perception, and there is also meta-awareness of changes 
in attentional deployment (e.g., noticing that “my attention has 
wandered”, cf. Schooler et al., 2011). Likewise, in the case of insight, we 
have an idea, we also have a feeling about that idea, and we can also 
have a meta-awareness about the feeling (i.e., how confident am I that 
this feeling is trustworthy in this context?). This next level of inference 
that corresponds to meta-awareness is simply another layer of 
precision-weighting over the feeling (Sandved-Smith et al., 2021). Such 
high-order representations of mental states are necessary to both 
recognise a quantitative change in ascending prediction errors and 
generate descending predictions of precision to instantiate an atten-
tional set—a set that may be necessary to consolidate the insight and 
imbue it with a sense of veracity. This high-order aspect of hierarchical 
predictive processing is the same architecture that has been proposed for 
phenomenal experience. Such high level representations are necessary 
to recognise various states of mind (e.g., mind-wandering or insight 
experiences) and upon which mental or covert action can be conditioned 
(e.g., what one pays attention to, Sandved-Smith et al., 2021). In this 
sense, the phenomenal experience is both cause and consequence; much 
in the same way that various affective states of mind recognise and cause 
interoceptive signals via interoceptive inference (see Fig. 1, Seth, 2013). 

5. Attention, dopamine, and neural evidence 

An important caveat to our selective review below is that the 
neuroscience of insight is still in its infancy and there are notable 
challenges to studying it under controlled conditions (Weisberg, 20135). 
Moreover, these methodological challenges also lead to considerable 
heterogeneity between studies, likely because insight is hard to ‘pin 
down’ from all the associated processes before, during, and after it oc-
curs, as well as differences between tasks used to elicit insight (Sprugnoli 
et al., 2017). 

A key assumption within the active inference framework is that first- 
order precision-weighting reflects attention (Feldman and Friston, 2010; 
Limanowski and Friston, 2018; Parr and Friston, 2017). Consistent with 
the high expected precision, insights are preceded by turning attention 
inward possibly preparing attentional resources for the incoming insight 
(Kounios et al., 2006; Kounios and Beeman, 2014; Salvi et al., 2015). 
Participants show less eye movements and more blinking 2 s prior to the 
onset of an insight compared to an analytic solution (Salvi et al., 2015). 
Insight solutions are also associated with increased alpha activity be-
tween 1.4 and 0.4 s over right posterior cortex before the solution ap-
pears (Jung-Beeman et al., 2004), which may be indicative of 
suppression of external inputs or ‘sensory gating’ (Salvi et al., 2015; 
Kounios and Beeman, 2014). 

Consistent with the hierarchical dynamics of insights as revising the 
precision of prediction errors, problem restructuring elicits an error 
related negativity that may reflect a higher-order precision-weighted 
prediction error. In one study, when participants solved riddles and the 
eventual solution was inconsistent with their mental set, the solution 
elicited a larger negative ERP deflection between 250 and 500 ms (Mai 
et al., 2004). In a similar design with a much larger sample (n = 130), 
solutions that triggered restructuring also invoked a larger N320 ERP 
(Qiu et al., 2006). These findings indicate (see also, Dietrich and Kanso, 
2010) that at least restructuring, a key characteristic of a sudden solu-
tion, elicits a neural response consistently found when participants make 
prediction errors (Holroyd and Coles, 2002). The results make sense if 
one’s metacognitive levels of processing are ‘surprised’ by the novel 
solution appearing in mind following implicit processing. There is also 
evidence that the emergence of insight correlates with activation in 
temporal and usually right hemispheric regions (Jung-Beeman et al., 
2004; Kounios et al., 2008; Kounios and Beeman, 2014; Subramaniam 
et al., 2009), indicative of coarse semantic integration (Kounios and 
Beeman, 2014). Activation in such integration hubs—also corroborated 
by late ERP components such as the N400 (Sprugnoli et al., 2017)—is 
consistent with the temporal unfolding of insight from lower-level re-
gions to higher-order regions. 

As noted above, precision-weighting is believed to be mediated by 
neuromodulators such as dopamine (FitzGerald et al., 2015; Friston 
et al., 2014; Friston et al., 2012). That is, the degree of dopaminergic 
activity associated with a new idea may reflect its uncertainty given 
prior-belief (Friston et al., 2012), or in other words, its salience. Indeed, 
a review of the neural correlates of insight points to a consistent asso-
ciation between Aha! moments and activations within the salience 
network (Sprugnoli et al., 2017). Dopamine is known to play a key role 
in reinforcement learning as a result of so-called “reward prediction 
errors” (Schultz, 2016), it is also associated with confidence, accuracy, 
and pleasure (Lak et al., 2017), and—in the active-inference frame-
work—dopamine plays an important role in model selection and action 
(FitzGerald et al., 2015; Friston et al., 2014; Friston et al., 2012). The 
reason that we focus on dopamine is that the experience or recognition 
of an insight calls for covert or mental action in the form of attentional 
redeployment of precision. This mental action entails beliefs about 
action—sometimes referred to as planning as inference (Botvinick and 
Toussaint, 2012). Dopamine may play a special role in encoding the 
precision or confidence in beliefs about overt or covert action. This role 
of dopamine fits well with the phenomenology of insight (pleasure, 
confidence, and drive to act, Danek and Wiley, 2017; Oh et al., 2020). 
Moreover, according to our account the surprise dimension of the insight 
experience is associated with the prediction error, whereas the pleasure 
and confidence dimensions are associated with precision-weighting. 
According to this formulation, pleasure and confidence should predict 
the accuracy of insights more than surprise, which is consistent with 
recent work (Danek et al., 2017; Webb et al., 2018). 

There is also preliminary evidence that insight experiences are 
associated with the reward circuit and therefore the dopaminergic 
response (Cristofori et al., 2018; Oh et al., 2020). Participants with high 
reward sensitivity showed an anterior frontal burst of gamma-band ac-
tivity approximately 400 ms prior to reporting a solution derived 
through insight. This activity was taken to reflect an insight-related 
reward signal because it was uniquely present in the high reward 
sensitivity population and because source reconstruction localized the 
effect to orbitofrontal cortex, a region associated with “…reward 
learning and hedonically pleasurable experiences such as food, positive 
social experiences, addictive drugs, and orgasm” (Oh et al., 2020, pg. 1). 
Of note is also the fact that insights are predicted by changes in pupil 
dilation (Suzuki et al., 2018; Salvi et al., 2020), which has recently been 

5 For example, Weisberg (2013) critiqued early neuroscientific work for an 
imprecise use of the subtraction method, leaving possible confounding expla-
nations for neural differences. 
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linked to inferences of precision (Vincent et al., 2019).6 Thus, the 
rewarding, inspiring, confidence-inducing, and objective veracity of 
insights may be explained by dopamine modulated expected-precision 
of a new idea, a new hypothesis, or a new plan. Support for the 
precision-weighted prediction error model of Aha! is summarised in  
Table 1 below. 

6. Models of insight 

Although there are many models of insight (e.g., Chronicle et al., 
2004; Fleck and Weisberg, 2013; Hélie and Sun, 2010; Hélie and Sun, 
2010; MacGregor et al., 2001; Ohlsson, 1984), there is a distinction to be 
drawn here between accounting for insight problem solving and insight 
phenomenology (see Laukkonen and Tangen, 2018, for an empirical 
dissociation of the two). While there are several models of insight as a 
cognitive process, measured as ability to solve insight problems (e.g., 
Chronicle et al., 2004; Fleck and Weisberg, 2013; Hélie and Sun, 2010; 
Ohlsson, 1984), there is only one predominant competing perspective on 
the phenomenology of insight, though ultimately these two views may 
be complimentary. Topolinski and Reber (2010) outlined a processing 
fluency account of insight. According to this account, cognitive pro-
cessing is disfluent when the solution to a problem is unclear. When the 
solution occurs, there is a sudden increase in processing fluency (ease of 
thinking through a problem space). It is this sudden increase in pro-
cessing fluency that increases those affective components that are 
frequent cornerstones in defining insight (i.e., positive affect, judged 
truth of a solution, and confidence in a response). The processing fluency 
account is grounded in many experiments around perceptual fluency; 
particularly findings that indicate manipulating fluency creates a sense 
of cognitive ease, pleasure, and confidence in the solution (Reber et al., 
1998; Reber and Schwarz, 1999; Topolinski and Strack, 2009). 

The processing fluency account makes promising predictions about 
situations that might elicit illusions of insight, for example by artificially 
increasing the fluency at the moment of solution. One limitation of 
bundling insight with fluency is that there are still important differences 
in phenomenology. Insights give rise to drive, inspiration, and can be a 
source of deep epistemic satisfaction (think of Archimedes racing naked 
through the street) that seem uncharacteristic of simply ease of pro-
cessing (Danek and Wiley, 2017; Webb et al., 2018). The fluency ac-
count has some further limitations. For instance, it is not clear why only 
problems that follow implicit processing would lead to an increase in 
fluency and thus insight experiences. Given a fluency account, both 
analytic problem-solving and insight problem-solving result in an 

Fig. 1. On the left side, we illustrate a simplified version of three coarse levels of a predictive hierarchy and the changes within those three levels over time, using the 
classic Dalmatian dog illusion. The Black vertical arrow represents predictions derived from the current model and the red arrow represents prediction errors. The 
bottom figures highlight the unchanging input of pixels at the early sensory level. At the next “semantic or perceptual level” we see a change from T1 to T2 following 
Bayesian model reduction. A new simpler, less complex, and more parsimonious model of the black and white “blobs” or pixels emerges at a slightly higher level of 
abstraction (i.e., the shape of a dog). At the highest verbal or report level we see a shift from T2 to T3 from “I don’t see anything but pixels” to a “Dalmatian dog!”: 
The reduced model of the Dalmatian dog leads to a precise prediction error and a corresponding Aha! experience as the higher-order verbal model restructures. On 
the right side, we present additional nested levels of inference about the precision of an idea, which brings to light the role of meta-awareness in evaluating the 
reliability of feelings of insight (discussed below). Overall, the figure illustrates the gradual emergence of an insight through changes at different levels of the 
predictive hierarchy over time, involving Bayesian reduction and ascending precision-weighted prediction errors. 

Table 1 
Aha moments as dopaminergic precision.  

Mechanism Evidence Citation 

Precision reflects 
uncertainty 
given prior 
learning 

Insights are accurate 
(on average) 

Salvi et al. (2016);Danek 
and Wiley (2017); 
Laukkonen et al. (2021) 

Precision is 
experienced 
as felt confidence 

Insights feel obvious and 
increase confidence 

Webb et al. (2017); (2018); 
(2021);Danek and Wiley 
(2017) 

Dopaminergic 
modulation of 
precision 

Insights feel pleasurable Skaar and Reber (2020); 
Gick and Lockhart (1995); 
Shen et al. (2016) 

Precision drives 
model 
selection 

Insights affect beliefs 
Insights are remembered 

Laukkonen et al. (2020); 
Danek et al. (2013); (2020) 

Precision reflects 
attention and 
salience 
Precision prepares 
action 

Insights capture attention 
and correlate with salience 
network activation 
Insights promote drive 

Kounios et al. (2006);Salvi 
et al. (2015);Salvi and 
Bowden (2016) 
Danek and Wiley (2017) 

Dopaminergic 
modulation of 
precision 

Insights are associated with 
the reward system 

Cristofori et al. (2018);Oh 
et al. (2020)  

6 These papers also bring to light a potential role of noradrenaline (and the 
LC-NA system more broadly) in the alerting and arousing components of an 
insight experience. 
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increase in processing fluency once the solution is obtained. The fluency 
account also does not speak to effects on attention, eye movements, and 
neural correlates reviewed above. 

Fluency also cannot easily explain why an insight can be barely 
noticeable in some cases, and phenomenally large and important in 
others (e.g., Eureka moments, mystical experiences, psychotherapeutic 
insights, and metaphysical insights). For example, Andrew Wiles de-
scribes his discovery of the solution to Fermat’s last theorem in 1994 as 
follows, “At the beginning of September I was sitting here at this desk when 
suddenly, totally unexpectedly, I had this incredible revelation. It was the 
most important moment of my working life. Nothing I ever do again will. I’m 
sorry.” Andrew Wiles fights back tears throughout the video and in the 
end turns away from the camera because recounting the experience 
evokes a powerful emotional response. There is an apparent incongruity 
between the sheer emotional weight of some insight moments and the 
effects we observe (or would expect) from changes in fluency. Whereas, 
if we conceive of insight as a sudden reduction in uncertainty marked by 
an increase in dopaminergic precision-weighting, then the ‘rush of 
insight’ makes sense. In our view, insights play a key role in model se-
lection, i.e., transformations of one’s belief structures. Therefore, it is 
understandable that insights can alter worldviews (Laukkonen et al., 
2021), transform the mind following practices like meditation or 
ingestion of psychedelics (Tulver et al., 2023) and alter metaphysical 
beliefs (Timmermann et al., 2021). If insights can mark fundamental 
changes to one’s understanding of reality, then it would be, we think, 
remise to reduce insight to an increase in processing fluency. 

Another relevant model proposes that insights correspond to meta- 
cognitive timing prediction errors (Dubey et al., 2021). The authors 
provide a valuable building block for our framework by casting insights 
as positive prediction errors that emerge due to discovering a 
faster-than-expected solution to a problem. This contradiction to one’s 
metacognitive model leads to a feeling of surprise reminiscent of insight. 
While our account also brings to light the fact that prediction errors are 
key to the insight story, there are important differences. In brief, the idea 
that the feeling of insight is a meta-cognitive prediction error (only) 
about time leaves some key empirical results without an explanation. For 
example, why would solving a problem surprisingly fast correlate with 
solution accuracy, as is robustly the case with insight? Moreover, there is 
no obvious reason why a temporal misprediction should evoke confi-
dence, obviousness, or drive (or any of the powerful phenomenology 
described above). Aha! moments can also occur unexpectedly about 
many things long forgotten, such as a realization about one’s childhood 
or a problem one has (meta-cognitively) already given up on. Finally, 
timing errors do not seem to explain why feelings of insight can affect 
irrelevant beliefs (Laukkonen et al., 2020, 2022) or mark progress in 
psychotherapy, meditation, or psychedelic therapy (Tulver et al., 2023; 
Roseman et al., 2018). In sum, we agree with casting the content of 
insight as a prediction error, but our account takes the next step by 
explaining the feeling of insight and its function. That is, insight phe-
nomenology is a more general marker of a sudden and surprising 
reduction in prediction errors (uncertainty), quantified as precision. 

7. The Insight Fallacy 

The mathematician and Nobel laureate John Nash was famously 
asked why he believed that he was being recruited by aliens to save the 
world. His response powerfully illustrates the recursive danger of the 
Eureka heuristic. He said that, “…the ideas I had about supernatural beings 
came to me the same way that my mathematical ideas did. So I took them 
seriously” (Nasar, 2001). Here, John Nash may have committed what we 
term the insight fallacy. Nash concluded that an idea is true solely 
because it occurred to him with certain phenomenology, in this case the 
same phenomenology as his previous mathematical discoveries. Similar 
fallacious reasoning is also observable with other feelings. For instance, 
fear is an adaptive signal of a dangerous or challenging situation but is 
also sometimes unwarranted or irrational, and in severe cases, 

debilitating (e.g., speaking in public). The same is not so obvious for 
feelings that accompany our ideas when they arise. The insight moment, 
like fear, may be a helpful signal that perhaps we have discovered 
something important. However, if there is overwhelming contradictory 
evidence, or one is suffering from mental illness (John Nash was diag-
nosed with schizophrenia in 1959), then it is likely that no matter how 
intense our revelation, the contents of our idea will remain untrue. Just 
as a person might experience a profound fear of elevators, the intensity 
of the fear does not make the elevator dangerous. Likewise, if one is 
suffering from delusions, or they have been misled with false informa-
tion, then the explosiveness of the idea—the inferential precision esti-
mates—are no more likely to make it true (Gable et al., 2019; Grimmer 
et al., 2022a; Webb et al., 2021). 

The consequences of false insights can also be dire. Consistent with 
the insight as precision framework, when an insight moment occurs, 
subjects are less likely to accept an alternative solution to the problem 
and are more likely to stick with (Hedne et al., 2016), and remember 
(Danek and Wiley, 2020), solutions that are similar to their insight. 
Insights also promote inspiration and provide a drive towards action 
(Danek and Wiley, 2017), consistent with dopaminergic model selection 
(Haarsma et al., 2021). Thus, relative to an incorrect-but-analytically 
derived idea, when a false insight occurs, it may be more difficult to 
change the person’s mind and to prevent them from behaving as if the 
solution were true. There are many promising avenues of research here, 
which we discuss below. 

8. Discussion 

The word Eureka originates in Ancient Greece from the word εὕρηκα 
(heúrēka), and before that from heuriskein, which means “I find.” 
Heuriskein is also the ancient origin of the word heuristic, which refers 
to shortcuts that help humans to solve problems. The shared origin of the 
two words Eureka and heuristic may point to a forgotten wisdom about 
the nature of the insight experience, namely, that humans use the feeling 
of Eureka as a heuristic signal to help them select from myriad thoughts 
and ideas appearing in awareness. We have proposed that feelings of 
insight signal that one’s past experience and knowledge is consistent 
with a new idea via the mechanism of dopaminergic precision-weighting 
within the active inference framework, which is consistent with the 
phenomenology of insights (Webb et al., 2018), attentional capture 
(Salvi et al., 2015; Salvi, Simoncini et al., 2020; Salvi and Bowden, 
2016), confidence (Danek and Wiley, 2017), memory effects (Danek and 
Wiley, 2020), the accuracy of insights (Laukkonen et al., 2021; Salvi 
et al., 2016), the neural unfolding of insight (Dietrich and Kanso, 2010; 
Mai et al., 2004; Qiu et al., 2006), and their effects on decision-making 
(Laukkonen et al., 2020, 2022). 

Human experience is filled with rich phenomenology, bodily sensa-
tions, and emotions, which guide our decisions and help us to intuitively 
navigate complexity and uncertainty. The ability to feel is important in 
many (if not all) domains of judgment and decision making (Kahneman, 
2011; Slovic et al., 2007; Damasio, 1996). In the heat of the moment, the 
Aha! experience may be all that we have to navigate the selection of our 
ideas. And since insights usually follow implicit processing and appear 
unexpectedly, we ought have a way to evaluate whether the idea can be 
trusted (Smith and Kounios, 1996). Insight phenomenology is very well 
placed to play this role as a metacognitive heuristic for evaluating new 
ideas given prior learning, permitting adaptive action. 

To explain the mechanics of the heuristic, we have extended the 
computational framework of Bayesian model reduction (Friston et al., 
2017) to include the feeling of insight as dopaminergic precision; 
namely, felt uncertainty (Solms, 2019). That is, insight may be derived 
through implicit Bayesian model optimization “…much like a sculpture 
is revealed by the artful removal of stone” (Friston et al., 2017, pg. 
2669). Solutions (prediction errors) derived through model optimization 
are then evaluated based on prior learning at a higher-order level, 
quantified as expected precision. This provides a functional role for the 
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feeling of insight as an estimate about the confidence in our beliefs about 
the lived world afforded by a new idea given past learning. From a 
decision-making perspective, Aha! moments therefore directly reflect 
reductions in expected epistemic uncertainty, making for a good heu-
ristic (Laukkonen et al., 2021). 

9. Predictions and future directions 

How can the described framework be tested? A straightforward 
prediction given the dopaminergic precision-weighting hypothesis is 
that substances that tonically increase activity in dopamine receptors 
ought to increase the precision-weighting of new ideas, at a possible cost 
to fidelity (e.g., cocaine, or even caffeine, may make our ideas feel truer 
on average). Yet other drugs, such as cannabis and psychedelics may 
increase the expected precision—the feeling of insight—of new ideas by 
relaxing existing priors (Carhart-Harris and Friston, 2019). Indeed, both 
cannabis (Heng et al., 2023) and psilocybin (Mason et al., 2021) increase 
the perceived quality or novelty of one’s own ideas without improving 
quality. Moreover, psilocybin increases feelings of spontaneous insights, 
which may indicate a risk of increased false insights (Mason et al., 
2021). Another novel hypothesis is that an agent who naturally forages 
for information that improves its models ought to be guided by their 
phenomenology of insight because precision-weighting indicates un-
certainty reduction and hence drives model selection and action (Fitz-
Gerald et al., 2015; Friston et al., 2014; Friston et al., 2012). An 
experiment could provide participants with different courses of action 
(e.g., to move left or right). If one of the options (e.g., left) leads to more 
Aha! experiences on average (e.g., by embedding visual stimuli that 
elicit Aha! moments), and the stimuli are otherwise matched, partici-
pants ought to forage for insights by moving left more than right. Such a 
hypothesis is both empirically and computationally tractable and would 
demonstrate that the insights guide action for epistemic goals. More-
over, the strength of the bias associated with insight could be exacer-
bated via substances that increase dopamine firing, effectively 
‘overweighting’ the informational content of insights. 

Another assumption of our framework is that the arising idea and the 
Aha! experience, although related, are dissociable properties of insight 
(Danek and Wiley, 2020; Gick and Lockhart, 1995; Laukkonen et al., 
2021a; Laukkonen and Tangen, 2018). Specifically, the novel informa-
tion in the insight is reflected in the prediction error (Mai et al., 2004), 
whereas the feeling reflects expected precision of the prediction error, 
given prior knowledge. One possibility is that subcortical structures of 
the dopaminergic pathway reflect the strength of the feeling of Aha! (e. 
g., nucleus accumbens, Tik et al., 2018), whereas the ‘content’ and 
contextualisation of the insight is correlated with integration hubs such 
as the temporal cortex (Kounios and Beeman, 2014) and later ERP 
components (Sprugnoli et al., 2017). After insight occurs, we may also 
see further integration at yet higher-order levels marking a new 
conscious belief. During this post-insight phase (e.g., in the 2 s following 
insight) we may expect activity in regions of the default mode network, 
such as medial prefrontal cortex (Dietrich and Kanso, 2010; Mai et al., 
2004). Here the idea may be integrated with one’s self-model and trigger 
top-down decisions given the new insight. 

An important direction for future work, behavioural, cognitive, 
phenomenological, and neural, is the post-insight phase of decision- 
making. This endeavour to research the impact of insight, although 
novel to the field of problem-solving and creativity, is central to the 
construct of insight in other fields such as psychotherapy, meditation, 
and mystical experiences (Laukkonen and Slagter, 2021; Tulver et al., 
2023). In psychotherapy for example, the consequence of insight to the 
patients recovery is taken to be of central importance and is a moderate 
predictor of success in treatment (Jennissen et al., 2018). Moreover, 
insights on psychedelics are related to their success in reducing alcohol 
consumption (Garcia-Romeu et al., 2019), smoking (Noorani et al., 
2018), and overall therapeutic success (Roseman et al., 2018). However, 
most traditional insight research still relies on toy problems such as 

compound remote associates and riddles. In order to investigate the 
impact of insight may therefore require the development of new mate-
rials where the insights induced are more meaningful to the individual 
(Tulver et al., 2023). 

In the spirit of heuristics and biases, another promising direction 
entails identifying the key variables that predict the accuracy and in-
accuracy of insight moments. Two fruitful avenues in this regard are 
investigating the circumstances leading to accurate Aha! moments and 
discerning concomitants that distinguish true from false insights. As 
discussed, Eureka moments are more likely to be accurate if they occur 
on the heels of accurate information (Grimmer et al., 2023; Grimmer 
et al., 2022a,b). Disconcertingly, the abundance of fake news may 
therefore be seeding misleading Aha!s by constructing a knowledgebase 
that coheres with—increases expected precision of—incorrect ideas. As 
Lazer et al., (2018, p. 1094) note: “The rise of fake news highlights the 
erosion of long-standing institutional bulwarks against misinformation 
in the internet age.” Thus, in the wrong context, the Eureka heuristic 
may reinforce the integration of misinformation, potentially motivating 
people to more deeply ‘dig their heels in’ to fictitious views via 
mis-informed precision estimates (Hedne et al., 2016). As telling fact 
from fiction is becoming increasingly challenging, future research might 
profitably examine the ease with which false factoids can be strung 
together to encourage false Eureka experiences, and the impact these 
insights can have on entrenching misinformation. 

With respect to the concomitants of Eureka experiences, it seems 
likely that altered states of mind may also increase the likelihood of false 
Aha!s. As William James observed, under the influence of nitrous oxide 
one can have seemingly profound insights only to be left with nonsense 
when the gas wears off: 

“…the keynote of the experience is the tremendously exciting sense 
of an intense metaphysical illumination. Truth lies open to the view 
in depth beneath depth of almost blinding evidence. The mind sees 
all the logical relations of being with an apparent subtlety and 
instantaneity to which its normal consciousness offers no parallel; 
only as sobriety returns, the feeling of insight fades, and one is left 
staring vacantly at a few disjointed words and phrases.” (James, 
1979, p. 294) 

Seemingly demonstrating the truth behind his musings above, the 
otherwise perspicacious James attempted to capture his deep insights 
during nitrous oxide, recording what later appeared to most sober minds 
(including his own) as largely gibberish (see James, 1979, p. 296). Of 
course, it is possible that James was having a genuine Eureka experience 
that his written words were (uncharacteristically) unable to capture. 
However, from the vantage of the Eureka heuristic it seems possible that 
many epiphanies that arise from nitrous oxide and other altered states 
occur because the intoxicant induces an epiphany-like state which then 
leads to a false inference of veridicality. Given the precision-weighting 
mechanism, which is itself thought to be modulated by dopamine, it 
makes sense that insight processes may be meaningfully altered by 
psychoactive drugs. Indeed, Haarsma et al. (2021) recently found direct 
evidence of impairments in learning, modeled as impairments in 
precision-weighting, following a dopamine antagonist. Learning from 
precision-weighting also appeared to be impaired in participants who 
suffer from psychosis. Related to James’ reflections of his own seemingly 
transient insights is the fact that we can reflect on the veracity of our 
insights. This ‘meta-awareness’ component gives rise to many new 
research questions involving the capacity to monitor one’s own insights 
and their epistemic value (Sandved-Smith et al., 2021). 

Future research might therefore profitably examine Aha! experiences 
associated with states induced by psychedelics, cannabis, or other mind- 
altering substances. In some cases, the capacity of altered states to elicit 
a sense of significant discovery may also foster bold thinking which may, 
at least occasionally, lead to important genuine insights (Carhart-Harris 
and Friston, 2019). For instance, there are many examples of patients 
suffering from depression reporting profound and transformative 
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insights regarding their condition under the influence of psilocybin or 
‘magic mushrooms’ (Watts et al., 2017). Besides externally induced 
states of ‘insightfulness’, certain meditative practices are also associated 
with experiences of insight (Laukkonen and Slagter, 2021), the veracity 
or advantageousness of which is an important question given the now 
prevalent practice of mindfulness (Van Dam et al., 2018). 

In sum, we have provided a perspective on insight that gives it a 
unique function in selecting ideas from the stream of consciousness 
given past knowledge, via the mechanism of dopaminergic precision of 
prediction errors. This framework explains how humans may be using 
their feelings of insight to heuristically select ideas for quick and effi-
cient action. The heuristic view of insight also highlights many ways in 
which it can lead to false beliefs. However, we acknowledge that a poet, 
or an artist, might be sincerely opposed to any suggestion that they 
should justify their idea or have it verified for accuracy. Moreover, some 
states of sudden knowing may be deeply plagued by their incommuni-
cability or ineffability. The distinction between true and false insights 
hence becomes increasingly blurry outside of the domain of problem 
solving. Nevertheless, it is possible to imagine that there is also a posi-
tive correspondence (on average) between our inner sensations of 
insight and the value society attributes to new ideas or creative works, 
should that be of interest to the artist or inventor. 
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